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Abstract

Recent improvements are made to Release III of the Karagozian & Case (K&C) concrete model. This three-invariant plasticity and damage-based constitutive model is widely used to model a number of materials, including normal and lightweight concrete, concrete masonry, and brick masonry, to compute the effects of quasi-static, blast, and impact loads on structures. This most recent version of the model, made available starting with LS-DYNA® v971 as *MAT_CONCRETE_DAMAGE_REL3, incorporates a number of improvements to the original model that are described in this paper. The model now exhibits: (a) an automatic input capability for generating the data for generic concrete materials and (b) methods to reduce mesh-dependencies due to strain-softening. A simple method is implemented to regularize the fracture energy by internally scaling the damage function for the generic concrete model parameters. For user-defined material parameters, a method is developed that can preserve fracture energy using the results of either single-element or multi-element simulations. Finally, concrete loading rate effects are discussed and guidance is provided on properly modeling such effects with the model.

1. Introduction

The K&C concrete (KCC) material model was first released in 1994 [1-3]. This first version represented a significant overhaul of the concrete material model (Model 16) in the DYNA3D finite element (FE) program. This overhaul included (1) adding a third, independent failure surface based on a Willam-Warnke three-invariant formulation (a change from the original two-invariant formulation), (2) introducing a radial stress path for the strain rate enhancement algorithm, (3) adding a fracture energy dependent strain in tension, and (4) fixing several major discrepancies in the original model.

The second release of the KCC model was released in 1996 [4]. The Release II model extended the previous model to include shear dilation (i.e., increase in volume due to shearing). The formulation introduced in this version allowed the model to be partially associative, fully associative, or non-associative, facilitating a more accurate representation of the behavior of reinforced concrete structures. In addition, the strain rate effect algorithm was modified to allow for implementation of different strain rate enhancement factors, or dynamic increase factors (DIFs), in tension and compression [5].

This third release of the model [6], made available in LS-DYNA starting with v971 as *MAT_CONCRETE_DAMAGE_REL3 [7-8], incorporates a number of improvements to the original formulation, which are described in this paper. First, the automatic input capability for generating the model parameters for “generic” concrete materials is discussed. Second, methods included in the model to reduce mesh-dependencies due to strain-softening are described. Finally, concrete loading rate effects are discussed and guidance is provided on properly modeling rate effects with the model.
The principal advantage that this model provides, in comparison with other constitutive models used for concrete-like materials, is that it is relatively simple and numerically robust. It is capable of reproducing key concrete behaviors critical to blast and impact analyses and is also quite easily calibrated to laboratory data. The modeling capabilities afforded by the improvements in Release III are evidenced in numerous recent studies in the literature [9-12]. The discussions presented in this paper are especially warranted in light of recent material testing conducted by K&C and others and to further detail features of the model.

2. Automatic Parameter Generation

Under sponsorship of various U.S. Department of Defense agencies, extensive mechanical characterization tests were completed for several concrete materials. Material tests included unconfined uniaxial compression and tension tests, triaxial compression tests under various levels of confinement, hydrostatic compression tests, and a number of strain path tests. These types of material characterization tests are described in [13].

Default values for the KCC model were derived based on these and other data derived from the literature (e.g., see [14]). The default concrete exhibited an average compressive strength, $f'_c$, slightly over 45 MPa (or 6,500 psi).

To generalize the KCC model for other concrete materials, its parameters are adjusted using the concrete strength parameters to obtain the appropriate relationships between the concrete properties, e.g., relationships between tensile and compressive strength, and between bulk modulus and compressive strength, among others [15]. For the deviatoric strength, the KCC model uses a simple function to characterize three independent failure surfaces that define the yield, maximum, and residual strength of the material. Three parameters $a_0$, $a_1$, and $a_2$ (9 parameters total for the three surfaces) define each of the failure surfaces:

$$F_i(p) = a_0 + p \left( \frac{a_1}{a_1 + a_2} \right)$$

where, $p$ is the pressure (i.e., mean normal stress) and $F_i$ is the $i^{th}$ of three failure surfaces.

For hardening, the plasticity surface used in the model is interpolated between the yield and maximum surfaces based on the value of the damage parameter, $\lambda$. For softening, a similar interpolation is performed between the maximum and residual surfaces.

The parameters in Eqn. (1) were calibrated to the original data and provide a best fit for that material; these are designated $a_{01}$, $a_{02}$, and $a_{03}$. The scaling coefficient, $r$, is defined as the ratio of the interpolated $f'_c$ (i.e., the material strength one desires to model) to the compressive strength of the original material characterized in the laboratory, $f'_{c0}$, or:

$$r = \frac{f'_c}{f'_{c0}}$$

For any selection of $f'_c$, the failure surface parameters are scaled using $r$ as follows:

$$a_{0i} = a_{0i} \cdot r$$
The failure surface obtained from the generic concrete is shown in Fig. 1a for three different concrete compressive strengths. The Equation of State (EOS) is also scaled using $r$ and is shown in Fig. 1b for the same three concrete compressive strengths.

![Fig. 1. Strength and volumetric responses obtained from the generic concrete model.](image)

The tension softening parameter, $b_2$, is also scaled using simple relationships for concrete. The $b_2$ model parameter, which controls the behavior of the model in strain softening, is adjusted to obtain the fracture energies ($G_f$) recommended by the CEB [16]. These are shown in Table 1.

In Release III, the fracture can be entered in one of two ways. First, a user may directly enter $b_2$ values, using Table 1 as guidance. Alternatively, the model can internally compute estimates for the fracture energies of Table 1 by entering $f'_c$ and the maximum aggregate size (MAS).

This automatic parameter generation capability was developed to provide analysts with a simple tool from which to model concrete when little is known other than the concrete’s compressive strength. There are, naturally, a number of limitations to this feature:

- Recent experimental studies have shown that concrete’s shear strength can be quite variable, especially for confining pressures greater than 50 MPa [13, 17-19]. Based on these studies, a concrete’s failure surface can be affected by a number of other factors including the porosity and moisture content. Unfortunately, there is currently insufficient data from which to formulate functions for these other parameter effects.
- The volumetric response (i.e., the EOS) for concrete is also variable. Although material characterization tests are expensive and time-consuming, calibrating the KCC model to specific material characterization data may be warranted in some situations.
- The superficial similarities between concrete and a number of concrete-like materials such as concrete and brick masonry tempt many to use the generic concrete fit to model masonry structures. Although the materials are indeed similar, the behaviors of concrete and brick masonry have subtle but important differences. The main difference is the lack of coarse aggregate in the latter—coarse aggregate tends to slow down crack propagation resulting, for example, in higher tensile strengths. Concrete masonry tends to behave more akin to
Table 1. Mode I tensile fracture energies for concrete based on CEB recommendations.

<table>
<thead>
<tr>
<th>Grade</th>
<th>C12</th>
<th>C20</th>
<th>C30</th>
<th>C40</th>
<th>C50</th>
<th>C60</th>
<th>C70</th>
<th>C80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'_c$ cylinder [MPa]</td>
<td>12</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>$f'_c$ cube [MPa]</td>
<td>15</td>
<td>25</td>
<td>37</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>Max. agg. size [mm]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.315</td>
<td>40.5</td>
<td>50.2</td>
<td>61.9</td>
<td>73.2</td>
<td>84.2</td>
<td>94.7</td>
<td>104.9</td>
</tr>
<tr>
<td>12.7</td>
<td>0.5</td>
<td>45.4</td>
<td>56.9</td>
<td>70.7</td>
<td>83.6</td>
<td>95.6</td>
<td>106.8</td>
<td>117.1</td>
</tr>
<tr>
<td>16</td>
<td>0.630</td>
<td>48.6</td>
<td>61.3</td>
<td>76.3</td>
<td>90.2</td>
<td>103.0</td>
<td>114.7</td>
<td>125.3</td>
</tr>
<tr>
<td>19.05</td>
<td>0.75</td>
<td>51.4</td>
<td>64.9</td>
<td>81.0</td>
<td>95.7</td>
<td>109.2</td>
<td>121.5</td>
<td>132.6</td>
</tr>
<tr>
<td>25.4</td>
<td>1</td>
<td>56.8</td>
<td>71.7</td>
<td>89.4</td>
<td>105.7</td>
<td>120.7</td>
<td>134.5</td>
<td>147.0</td>
</tr>
<tr>
<td>32</td>
<td>1.260</td>
<td>61.7</td>
<td>77.4</td>
<td>96.1</td>
<td>113.7</td>
<td>130.4</td>
<td>146.0</td>
<td>160.6</td>
</tr>
<tr>
<td>$G_f$ [N/m]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.315</td>
<td>0.232</td>
<td>0.287</td>
<td>0.353</td>
<td>0.418</td>
<td>0.481</td>
<td>0.541</td>
<td>0.599</td>
</tr>
<tr>
<td>12.7</td>
<td>0.5</td>
<td>0.259</td>
<td>0.325</td>
<td>0.404</td>
<td>0.477</td>
<td>0.546</td>
<td>0.610</td>
<td>0.669</td>
</tr>
<tr>
<td>16</td>
<td>0.630</td>
<td>0.277</td>
<td>0.350</td>
<td>0.436</td>
<td>0.515</td>
<td>0.588</td>
<td>0.655</td>
<td>0.716</td>
</tr>
<tr>
<td>19.05</td>
<td>0.75</td>
<td>0.293</td>
<td>0.371</td>
<td>0.462</td>
<td>0.547</td>
<td>0.624</td>
<td>0.694</td>
<td>0.757</td>
</tr>
<tr>
<td>25.4</td>
<td>1</td>
<td>0.324</td>
<td>0.409</td>
<td>0.510</td>
<td>0.603</td>
<td>0.689</td>
<td>0.768</td>
<td>0.839</td>
</tr>
<tr>
<td>32</td>
<td>1.260</td>
<td>0.352</td>
<td>0.442</td>
<td>0.549</td>
<td>0.650</td>
<td>0.745</td>
<td>0.834</td>
<td>0.917</td>
</tr>
<tr>
<td>$b_2$ [lbs/in]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.315</td>
<td>1.40</td>
<td>1.88</td>
<td>2.11</td>
<td>2.20</td>
<td>2.23</td>
<td>2.25</td>
<td>2.25</td>
</tr>
<tr>
<td>12.7</td>
<td>0.5</td>
<td>1.02</td>
<td>1.44</td>
<td>1.65</td>
<td>1.74</td>
<td>1.79</td>
<td>1.83</td>
<td>1.86</td>
</tr>
<tr>
<td>16</td>
<td>0.630</td>
<td>0.75</td>
<td>1.13</td>
<td>1.33</td>
<td>1.41</td>
<td>1.48</td>
<td>1.53</td>
<td>1.58</td>
</tr>
<tr>
<td>19.05</td>
<td>0.75</td>
<td>0.59</td>
<td>0.97</td>
<td>1.17</td>
<td>1.25</td>
<td>1.32</td>
<td>1.36</td>
<td>1.41</td>
</tr>
<tr>
<td>25.4</td>
<td>1</td>
<td>0.25</td>
<td>0.64</td>
<td>0.84</td>
<td>0.92</td>
<td>0.97</td>
<td>1.01</td>
<td>1.05</td>
</tr>
<tr>
<td>32</td>
<td>1.260</td>
<td>-0.10</td>
<td>0.30</td>
<td>0.49</td>
<td>0.57</td>
<td>0.62</td>
<td>0.65</td>
<td>0.67</td>
</tr>
</tbody>
</table>

lightweight concrete, where the coarse aggregate is often weaker than the cement paste, allowing crack propagation through the aggregates. A recent study showed that the KCC model can provide excellent results if properly calibrated for these materials [20].

3. Strain-softening

In the presence of strain-softening, FE predictions will not provide objective solutions unless localization limiters are introduced. A number of methods have been proposed including direct length scale techniques (e.g., the “crack band” fracture model [21-22]), introduction of artificial viscosity or rate dependency [23], non-local methods [24-25], or microplane methods [26]. All of these methods have some limitations: the crack band assumes a localization width (which could be the element size), the rate dependency is limited to a rate range and loses effectiveness in the quasi-static limit, non-local methods rely on a zone of influence, and the microplane method is limited by the angle between microplanes. Some of the approaches (e.g. the last two) can be computationally intensive; hence a simple method was implemented in the model. The crack band method was implemented in two ways in Release III: the first is used for the generic concrete model and the second is intended for advanced use of the model where sufficient data is available from which to directly calibrate the model parameters.
For the generic concrete model, the crack band is assumed to occur within one element. The regularization is accomplished by internally scaling the softening branch of the damage function, $\eta(\lambda)$, using the average size of each element. Results illustrating the effectiveness of the approach are shown in Fig. 2. Here the results of single element simulations loaded in unconfined uniaxial tension (UUT) under velocity control are shown for four different element sizes. On the left of the figure, the stress versus strain response of the elements shows that for small elements, the softening is slow, while for larger elements, the softening is accelerated. On the right, the fracture energy, which is obtained by integrating the stress versus displacement response for each element, is plotted as a function of the displacement. Despite a small error, the fracture energies for each of the elements are very close to that in Table 1. Note that this regularization has limitations: it is not implemented when the element size exceeds 250 mm (the softening branch becomes vertical and the energy dissipated can no longer be reduced to match $G_f$), or when the elements are much smaller than the localization width (when the softening branch may approach a plastic limit, resulting possibly in excessive energy dissipation, e.g., in penetration problems).

Fig. 2. Single element response in UUT using the generic concrete model (40 MPa, 16 mm MAS).

For user-defined material parameters, this regularization scheme may be insufficient if the parameters of $\eta(\lambda)$ are significantly different from the generic concrete material. The fracture energy regularization surface (FERS) approach was developed to provide means from which to preserve fracture energy in such cases. The FERS is a three-dimensional response surface, which the KCC model can use to compute a value for $b_2$ that considers the element size and the user-input $G_f$ value. The FERS is defined as:

$$b_2 = \beta_0 + \beta_1 \cdot x_1 + \beta_2 \cdot x_2 + \beta_{12} \cdot x_1 \cdot x_2 + \beta_{11} \cdot x_1^2 + \beta_{22} \cdot x_2^2 + \beta_{111} \cdot x_1^3 + \beta_{222} \cdot x_2^3$$

(4)

where, $x_1$ is the average element size (internally calculated for each element in LS-DYNA), $x_2$ is the desired $G_f$ value, and $\beta_i$ are the parameters of the FERS. In practice, one may execute numerous single-element or multi-element LS-DYNA simulations, using various mesh sizes and values for $b_2$, and the $\beta_i$ parameters for Eqn (4) can be obtained using standard regression methods to obtain suitable FERS parameters.
An example is shown in Fig. 3, where the resulting fracture energies were computed for about one hundred UUT simulations using a single element, whose size and $b_2$ parameters were varied. The LS-DYNA results are shown as dots in the plot. The FERS surface is also shown in the figure, the parameters of which were obtained using nonlinear regression. The parameters of the FERS surface can then be input to the model, using a *DEFINE_LOAD_CURVE, which the KCC model uses to regularize the fracture energy for each element in the model.

A key benefit to this approach lies in the fact that the FERS need not be calibrated to single-element simulations, but can be based on the results for multi-element models under dynamic loads. In practice, this method may implicitly compensate for some of the limitations we discussed related to the localization width.

![Fig. 3. Fracture energy regularization surface fit to single element simulations.](image)

**4. Rate effects**

Loading rate effects in concrete have been recognized for decades [5, 27-28]. For typical structural response problems that were the focus of the concrete structures research community during this time, the DIF versus strain rate relationship for most constitutive models were calibrated directly to peak strength data like those obtained using the split-Hopkinson pressure bar (SHPB) [29]. Concrete data obtained from such tests exhibit a two branch behavior when plotted with normalized peak strength versus strain rate [5, 16, 27-28]. (Note that for brittle materials like unconfined concrete, strain rates in SHPB tests are rarely constant even though they are typically reported as such.)

Rate effects in concrete are due initially to moisture, and, at higher strain rates, to inertia effects [30]. Hence the initial branch of the DIF (e.g. below about 1.0 s$^{-1}$) should typically be included, as the constitutive model does not generally include the effects of moisture. The second branch of the DIF can be captured by the FE model, assuming adequate mesh resolution to do so. Consequently, there have been two schools of thought on this second branch, one advocating not using it to prevent duplication of inertia effects, and another one advocating its use to ensure proper dissipation. In practice, FE models are capable of capturing the inertia effects in compression (e.g. from the mass of the outer cylinder elements resisting motion laterally), but not as well in tension (since the model cannot capture the aggregate interlocking that propagates the microcracking and energy dissipation beyond the localization zone).
These concepts are illustrated in Fig. 4, where simulations of a well characterized concrete material were loaded in compression and tension. Two idealized loading variants are performed: (a) a quasi-static loading (1.0e-4 s\(^{-1}\)) and (b) a dynamic loading pulse that induces global strain rates of approximately 100 s\(^{-1}\). Three different mesh sizes are examined using the rate-independent version of the KCC model (i.e., by setting the DIF versus strain rate curve equal to unity). In compression, there is a clear increase in strength computed in the simulation when loaded dynamically as compared with the quasi-static case. This indicates that the FE model captures an inertia effect. For tension, no such increase is discernable, which indicates that a DIF function is needed to properly represent the inertia effect. Recently analytic and experimental studies have reinforced these notions [31-33].

Fig. 5 demonstrates that, in compression, only the initial branch of the DIF is needed to properly represent data from SHPB tests. Here, a 76.2 mm diameter SHPB compression test is simulated with a detailed FE model of the test (Fig. 5a) using KCC model parameters calibrated to quasi-static material characterization data for that material [13]. The actual loading pulses measured by the incident bar strain gauge are applied to the model for three different loading pulse levels designated “low”, “medium”, and “high” strain rates, and the results are compared with the output stress wave measured by the transmitter bar strain gauge. Three models are used to obtain numerical results for each of the three compression loading pulses: (1) Model 1, which uses the rate-independent model, (2) Model 2, which uses the modified CEB DIF with both branches of the function, and (3) Model 3, which uses the modified CEB DIF with only the first branch of the function (Fig. 5b). The resulting transmitted pulses are shown in Fig. 5c that can be compared with the experimental data. As expected, Model 1 produces peak strengths that are lower than the experiments (because that model does not account for the rate effects from moisture in the sample). Model 2 produces much higher peak strengths (in essence, double counting for inertia in the sample). Model 3, on the other hand, provides good agreement with the dataset, even though the DIF function (using only the first branch) was not calibrated to this specific concrete (i.e., the modified CEB model was used). These DIF factors (i.e., using both branches in tension and only the first one in compression) are representative of those needed as input to the model. It is possible, using this type of high-quality SHPB data for a particular concrete material, to improve DIF parameter estimates using parameter identification techniques.

5. Conclusions

This paper described recent improvements to Release III of the K&C concrete model, which was made available in LS-DYNA starting with v971. An automatic input capability is now provided as a tool for generating model parameters for generic concrete materials when little is known other than the concrete’s compressive strength. There are, naturally, a number of limitations to this approach, which were reviewed and should be considered prior to deploying the generic model parameters. In addition, the model now includes improved methods from which to reduce mesh-dependencies due to strain-softening. Two methods are available: the first is used for the generic concrete model and the second is intended for advanced use of the model where sufficient data is available from which to directly calibrate the model parameters. The latter is attractive in that it provides a means from which to calibrate the parameters using the results of single or multi-element FE models. Lastly, concrete loading rate effects were discussed and guidance was provided on properly characterizing those effects with the KCC model. An example was shown that provides excellent results with test data.
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Fig. 4. Simulations of a concrete sample subjected to compression and tension; all results are computed using the rate-independent version of the KCC model.
Fig. 5. Comparisons of compression SHPB data with simulations using the KCC model.

6. Acknowledgements

The comments and suggestions of Mr. Ken Morrill of K&C regarding the approaches presented in this paper are greatly appreciated. The authors would also like to acknowledge Mr. Ahsan Samiee of the University of California at San Diego for constructing the FE mesh of the split Hopkinson Pressure Bar.
7. References


