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Summary: 
This paper describes the development of the Roadside Safety Verification and Validation Program 
(RSVVP), a software that automatically assesses the similarities and differences between two curves.  
This program was developed to assist engineers and analysts in performing curve comparison during 
the verification and validation process of a numerical model.  RSVVP was designed to automatically 
preprocess the two input curves to make them comparable.  Also, in order to ensure the most 
accurate comparison as possible, several options are available for the pre-processing of the input 
curves before the comparison metrics are computed.  Data can be filtered and synchronized or any 
shift/drift effect can be removed.  Once the signals have been pre-processed, the user can select to 
compute the values of one or more of the available sixteen different shape-comparison metrics.  Any 
operation, from the input of the curves and selection of the pre-processing options till the final 
visualization of the results is accessible through an easy and intuitive graphical user interface.  The 
numerical results are automatically saved by the program into a convenient spreadsheet format and 
the graphs are saved as bitmap images for any further investigation.  Simple examples using an 
analytical shape are presented to illustrate the characteristics of the metrics.  Also, the comparison of 
the acceleration time histories of a full-scale test involving a small car and the corresponding Ls-Dyna 
simulation is presented as an example of application of the metrics in the validation process of a 
numerical model.  
Keywords: 
Verification and Validation, Comparison Metrics, Finite Element models, Full-scale Crash Tests. 
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1 INTRODUCTION 

Comparing the correspondence between curves from physical experiments and mathematical models 
is a very important and common technique used by scientists and engineers to determine if the 
mathematical models adequately represent physical phenomena.  In the verification or validation of 
computational models an experimental and a numerical curve are compared in order to assess how 
well the numerical model predicts a physical phenomenon.  Traditionally curves have been visually 
compared by matching peaks, oscillations, common shapes, etc.  Although this kind of comparison 
gives an impression of how similar two curves are, it is based on a purely subjective judgment which 
could vary from one analyst to another.  Validation and verification decisions need to be based as 
much as possible on quantitative criteria that are unambiguous and mathematically precise.  In order 
to minimize the subjectivity, it is necessary to define objective comparison criteria based on 
computable measures.  Comparison metrics, which are mathematical measures that quantify the level 
of agreement between simulation and experimental outcomes, can accomplish this goal. 
Several comparison metrics have been developed in engineering.  Metrics can be grouped into two 
main categories [1]: (i) deterministic metrics and (ii) stochastic metrics.  Deterministic metrics do not 
specifically address the probabilistic variation of either experiments or calculation (i.e., the calculation 
results are assumed to be the same every time given the same input), while stochastic metrics involve 
computing the likely variation in both the simulation and the experiment response due to parameter 
variations.  Deterministic metrics found in literature can be further classified into two main types: (a) 
domain-specific metrics and (b) shape comparison metrics.  The domain-specific metrics are 
quantities specific to a particular application.  For example, the axial crush of a railroad car in a 
standard crash test might be a useful metric in railroad safety but has no relevance in other 
applications.  On the other hand, shape comparison metrics involve a comparison of two curves; one 
curve from a numerical simulation and another from a physical experiment.  The curves may be time 
histories, force-deflection plots, stress-strain plots, etc.  Shape comparison metrics assess the degree 
of similarity between any two curves in general and, therefore, do not depend on the particular 
application domain. 
In roadside safety, comparisons between test and simulation results have mainly used domain-specific 
metrics (e.g. occupant severity indexes, changes in velocity, 10-msec average accelerations, 
maximum barrier deflection, etc.) [2].  The main advantage of this method is that the user could use 
the same domain-specific metrics that have already been evaluated for the experiments also to 
compare test and simulations results. Although the comparison of domain-specific metrics can give an 
idea of how close two tests or a test and a simulation are, shape-comparison metrics would be a more 
precise tool since they can be used to directly evaluate the basic response of the structures, like 
acceleration  and velocity time histories.  In roadside safety, domain-specific metrics are all derivative 
from the acceleration time histories so if the acceleration time history information is valid, any metric 
derived from the time history data will also assumed to be valid. 
A computer program is described in this paper which automatically evaluates the most common 
shape-comparison metrics found in literature.[3-13]  The program, called Roadside Safety Simulation 
Validation Program (RSVVP), was specifically developed to evaluate metrics used in the verification 
and/or validation of numerical models in roadside safety.  The RSVVP code was written in Matlab [14]. 
In order to correctly evaluate the shape-comparison metrics, the program performs a series of 
preprocessing tasks before the actual metrics are calculated.  The first part of this paper describes the 
preprocessing steps, the numerical implementation of the metrics and the post-processing operations.  
In the second part, the results obtained comparing some simple analytical curves are presented and 
discussed.  Also, the comparison of the acceleration time histories of a full-scale test involving a small 
car and the corresponding Ls-Dyna simulation is presented. 

2 PREPROCESSING 

Since the two curves being compared may come from different sources, it is important to preprocess 
them in the same way to avoid any possible problem due to different separate preprocessing 
procedures.  Some pre-processing operations like re-sampling and trimming of the two curves are 
essential since the curves must have the same length and be comparable point-to-point.  Other 
preprocessing steps like filtering and sensor bias adjustments, though not strictly necessary, can play 
an important role in the final comparison result.  For example, two identical curves that are simply 
shifted in time with respect to each other because the data was recorded with a different start time 
could produce a poor result just because of the initial offset value between them. 
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The RSVVP program performs the following pre-processing operations: (1) filtering, (2) re-sampling, 
(3) synchronizing and (4) trimming. 
The following sections present a brief description of the pre-processing tasks performed by the 
RSVVP. 

2.1 Filtering 

Filtering the curves is usually necessary.  For example, in the case of crash tests, the accelerations 
collected are characterized by high-frequency noise which has to be removed before calculating the 
comparison metrics by filtering the curves.  The user can chose between the most common values for 
the Channel Frequency Class (CFC) or even define custom filter specifications if necessary.  The filter 
function is a digital 4-pole Butterworth low-pass filter.  The algorithm uses a double-pass filtering 
option: data are filtered twice, once forward and once backward using the difference equation in the 
time domain proposed by the SAE J211 specifications [15]. 

2.2 Re-Sampling  

Since most shape-comparison metrics are based on point-to-point comparisons (i.e., the data at each 
sampling point is compared to the corresponding point in the other curve) the two curves must have 
the same sampling rate.  After the data have been filtered, RSVVP checks the two sets of data to 
determine if they have been sampled at the same rate (within a fixed tolerance equal to 5E-6).  If the 
curves do not have the same sampling rate, RSVVP proceeds to resample the curve which has the 
lower sampling rate (i.e., the bigger difference in time between two contiguous data points) at the 
higher rate of the other curve.  The re-sampling is performed by means of a simple linear interpolation. 

2.3 Synchronizing 

Usually the time history curves to be compared do not start at the same time and, hence, the two 
curves are shifted by a fixed value along the abscissa direction.  As the comparison metrics are 
generally point-to-point comparisons, the time shift between the two curves must be identified and 
corrected to ensure that corresponding points are matched during the metric evaluation. 
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FIGURE 1:  Sketch of the behavior of the shift subroutine for a (a) positive or (b) negative input s 

Two different methods of synchronizing are available in RSVVP: (1) minimum area between the 
curves or (2) least square error method.  A ‘shift’ function shifts either one of the two curves by a value 
s, with a positive value of s meaning a forward shift for the test curve, while a negative value is 
equivalent to a backward shift for the simulation curve (FIGURE 1).  RSVVP identifies the shift value 
which minimizes either the absolute area of residuals (method 1) or the sum of squared residuals 
(method 2).  The shift value corresponding to the minimum error is the most probable matching point 
between the curves.  In case the result is not satisfactory, the user can repeat the synchronization 
procedure using a different initial shift value for the minimization algorithm or using the other 
minimization method. 

2.4 Trimming 

After the two curves have been re-sampled, filtered and synchronized, the program checks that they 
have the same length and, in case, the longer curve is trimmed to the same size of the shorter curve.  
At the conclusion of these preprocessing steps, the shape-comparison metrics can be calculated. 
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3 METRICS 

A brief description of the shape-comparison metrics used in RSVVP is presented in this section.  All 
sixteen metrics considered in this paper are deterministic shape-comparison metrics.  Details about 
the mathematical formulation of each metric can be found in the Appendix and in the cited literature.  
Conceptually, the metrics evaluated can be classified into three main categories: (i) magnitude-phase-
comprehensive (MPC) metrics, (ii) single-value metrics and (iii) analysis of variance (ANOVA) metrics.   

3.1 MPC Metrics 

MPC metrics treat the curve magnitude and phase separately using two different metrics (i.e., M and 
P, respectively).  The M and P metrics are then combined into a single value comprehensive metric, C.  
The following MPC metrics are included in RSVVP: (a) Geers (original formulation and two variants), 
(b) Russell and (c) Knowles and Gear [3-7].  The mathematical definition of each metric is shown in 
TABLE A1 in the Appendix.  In this and the following sections, the terms mi and ci refer to the 
measured and computed quantities respectively with the “i” subscribe indicating a specific instant in 
time.  This symbology assumes that the measured data points (i.e., mi) are the “true” data and the 
computed data points (i.e., ci) are the data points being tested in the comparison. 
In all MPC metrics, the phase component (P) should be insensitive to magnitude differences but 
sensitive to differences in phasing or timing between the two time histories.  Similarly, the magnitude 
component (M) should be sensitive to differences in magnitude but relatively insensitive to differences 
in phase.  These characteristics of MPC metrics allow the analyst to identify the aspects of the curves 
that do not agree.  For each component zero indicates that the two curves are identical.  The different 
variations of the MPC metrics are primarily distinguished in the way the phase metric is computed, 
how it is scaled with respect to the magnitude metrics and how it deals with synchronizing the phase.  
In particular, the Sprague and Geers metric uses the same phase component as the Russell metric [5, 
6].  Also, the magnitude component of the Russell metric is peculiar as it is based on a base-10 
logarithm and it is the only MPC metrics among those considered in this paper to be symmetric (i.e., 
the order of the two curves is irrelevant).  The Knowles and Gear metric is the most recent variation of 
MPC-type metrics [7,8].   Unlike the previously discussed MPC metrics, it is based on a point-to-point 
comparison.  In fact, this metric requires that the two compared curves are first synchronized in time 
based on the so called Time of Arrival (TOA), which represents the time at which a curve reaches a 
certain percentage of the peak value.  In this work the percentage of the peak value used to evaluate 
the TOA was 5 percent, which is the typical value found in literature.  Once the curves have been 
synchronized using the TOA, it is possible to evaluate the magnitude metric.  Also, in order to avoid 
creating a gap between time histories characterized by a large magnitude and those characterized by 
a smaller one, the magnitude component M has to be normalized using the normalization factor QS. 

3.2 Single-value Metrics 

Single-value metrics give a single numerical value that represents the agreement between the two 
curves.  Eight single-value metrics have been implemented in RSVVP:  (a) the correlation coefficient 
metric, (b) the NARD correlation coefficient metric (NARD), (c) Zilliacus error metric, (d) RSS error 
metric, (e) Theil's inequality metric, (f) Whang's inequality metric and (g) the regression coefficient 
metric [9-13].  The first two metrics are based on integral comparisons while the others are point-to-
point comparisons.  The definition of each metric is shown in TABLE A2 in the Appendix. 

3.3 ANOVA Metric 

ANOVA metrics are based on the assumption that if two curves represent the same event, then any 
differences between the curves must be attributable only to random experimental noise.  The analysis 
of variance (i.e., ANOVA) is a standard statistical test that can be used to assess whether the 
residuals between two curves can be attributed to random error [16,17].  When two time histories 
represent the same physical event, they should be identical such that the mean and the standard 
deviation of the residual errors are both zero.  Of course, this is never the case in practical situations 
(e.g., experimental errors cause small variations between tested responses even in identical tests).  
The conventional t statistics provides an effective method for testing the assumption that the observed 
residual errors are close enough to zero to represent only random errors.  Both Oberkampf and Ray 
independently proposed similar methods.  In Ray’s version of the ANOVA, the residual error and its 
standard deviation are normalized with respect to the peak value of the true curve.  Using this method 
to compare six repeated frontal full-scale crash tests Ray proposed the following acceptance criteria 
[16]: 
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- The average residual error normalized by the peak response (i.e., 
re ) should be less than five 

percent. 

- The standard deviation of the normalized residuals (i.e., 
rσ ) should be less than 20 percent. 

- The t-test on the distribution of the normalized residuals should not reject the null hypothesis that 

the mean value of the residuals is null for a paired two-tail t-test at the five-percent level, ∞,005.0t  
(i.e., 90th percentile). 

r

r
enT

σ
=

                                                                                                                                      (1) 
Where n is the number of samples. 

4 APPLICATION TO SIMPLE ANALYTICAL CURVES 

RSVVP was used to compare pairs of ideal analytical curves differing only in magnitude or phase as 
described in a previous work by Schwer [7].  These examples will provide some insight into the 
features of the different metrics calculated by RSVVP. 

  
(a) Magnitude test (b) Phase test 

FIGURE 2:  Analytical wave forms created for a (a) the magnitude test or (b) the phase test 

The baseline analytical curve used as a reference in both the magnitude and phase comparisons is 
referred as the “True” curve, while the curves differing respectively in phase or magnitude are referred 
to as the “Test” curves (FIGURE 2).  Following Schwer’s work, two different tests were performed: (a) 
a curve with the same phase but an amplitude 20 percent greater than the true curve and (b) a curve 
with the same magnitude but out of phase by +/- 20 percent with respect to the true curve. The 
analytical forms used for the magnitude-error test are shown in TABLE 1.  In all cases, the sampling 
period was 0.02 sec, the start time was zero and the ending time was 2 sec. 

TABLE 1:  Analytical curves used for the magnitude and phase shift tests. 
Magnitude Test Phase Test (-20%) Phase Test (+20%) 
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4.1 MPC Metric Results 

The curves used for the magnitude and phase tests are shown in FIGURE 2 and the values for the 
sixteen shape-comparison metrics evaluated using RSVVP are listed in TABLE 2.  The M component 
of the MPC metrics is supposed to be insensitive to phase changes and sensitive to magnitude 
changes only.  This is confirmed by the metric values in TABLE 2: the Geers, Geers CSA, Sprague-
Geers and Knowles-Gear M components are all 20 percent and the P components are zero.  Also, in 
all cases except for the Russell metric, the M component can be considered to be an estimate of the 
percent difference in the magnitude.  Similarly, the phase test of this simple analytical shape 
confirmed that the P component of the MPC metrics is insensitive to magnitude and sensitive to phase 
shift.  In this case, the P component of all the metrics except the Knowles-Gear metric result in scores 
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of around 20 percent, so it can be interpreted as the percent of phase error as well.  Only for the 
Knowles-Gear metric the P value is 62.5.  This indicates that magnitude and phase scores represent 
different levels of error for the Knowles-Gear metrics: a 20 percent magnitude shift results in an M of 
20 and a 20 percent phase shift results in a P value of 62.5.  Note that the phase component for all the 
MPC metrics are exactly the same regardless of the direction of the phase shift, therefore providing 
only information about the amount of the phase shift.  TABLE 2 also shows that there is very little 
difference between the values of each of the MPC metrics, particularly the Geers, Geers CSA and 
Sprague-Geers. 
Lastly, the C component of the MPC metrics is simply the combination of the M and P components, 
obtained by taking the square root of the sum of the squares of M and P.  As the Geers, Geers CSA, 
Sprague-Geers and Russell metrics all produce similar results there is no reason to use more than 
one of them.  Also, as metrics that scale magnitude and phase similarly are easier to interpret, the 
Knowles-Geer metric is not preferred.  One of the advantages of the Knowles-Gear metric is that it is 
formulated to account for unsynchronized signals, but if a synchronization process is used prior to 
making the comparison calculations, there is no need to use the time-of-arrival technique in the 
Knowles-Gear metric.  Likewise, metrics where the score directly represents the magnitude or phase 
shift are easier to interpret so the Russell metric is not preferred.  The Sprague-Geer MPC metric has 
gained some popularity in other areas of computational mechanics so it is the MPC metric 
recommended for roadside safety computational mechanics. 

4.2 Single-Value Metrics Results 

The single value metrics are listed in the middle portion of TABLE 2.  The correlation coefficient, 
NARD correlation coefficient and regression coefficient result in a score of unity when the two curves 
are identical.  For the magnitude test, the regression coefficient is 97.9 and both forms of the 
correlation coefficient are 100.  Correlation suggests that two curves can be linearly transformed into 
each other not that they are identical curves.  Two straight lines with different slopes, for example, 
have a 100 percent correlation.  The magnitude test results show that the two correlation coefficients 
and the regression coefficients are not sensitive to changes in magnitude since all the three result in 
either perfect or nearly perfect scores.  The results are similar though not as good in the phase tests.  
The three correlation-type single value metrics result in values between 78.9 and 81.8 indicating fairly 
high correlation.  If the score in the phase test for these three metrics is subtracted from 100, a value 
near 20 is obtained indicating that these metrics are fairly direct measures of phase shift.  The 
correlation-type metrics appear to be insensitive to magnitude shifts and directly sensitive to the 
amount of phase shift.  It should also be pointed out that the NARD version of the correlation 
coefficient is identical to one minus the P component of the Geers and Geers CSA metrics and also 
closely related to the Sprague-Geers P component.  Since the phase information detected by the 
correlation, NARD correlation and regression coefficients is captured equally well in the P component 
of the Sprague-Geers metrics, there is no reason to routinely calculate these metrics in roadside 
safety verification and validation activities. 
The RMS is the root-mean squared error, another standard mathematical technique for comparing 
curves.  The RMS for the magnitude test as shown in TABLE 2 is 20, the amount of the magnitude 
shift.  The RMS score for the phase shift, however, is about 60, much greater than the 20 percent 
phase shift.  While the RMS yields the percent shift in the magnitude test, the fact that it yields a large 
value in the phase test limits the diagnostic utility since for a general shape comparison it would not be 
clear if the difference is due to an error in magnitude or phase.   The Zilliacus error metric shares a 
similar formulation to the RMS and results in similar values.  Neither the RMS nor Zilliacus Error 
Factor are preferred in roadside safety verification and validation activities. 
As shown in Appendix, Wang’s and Theil’s inequalities are very similar formulations (i.e., one using a 
square root of a square and the other the absolute value).  In the magnitude test both yield values of 
9.1 and in the phase tests values of just over 30.  The two different formulations, therefore, generally 
will produce very similar results so there is no need to use both.  Both inequalities are essentially 
measures of the point-to-point error between the signals as shown in their formulations in Appendix.  
As will be shown in the next section, the average residual error component of the ANOVA metric is 
essentially the same as both Wang’s and Thiel’s error metrics.  Since these metrics are redundant with 
each other and the average residual error, they are not preferred for roadside safety verification and 
validation comparisons. 
The weighted integrated factor (WiFac) value for the magnitude test was 16.7 and 48.8 for the phase 
test.  The diagnostic value of the WiFac is not apparent to the authors so this metric is also not 
recommended.  
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TABLE 2:  Comparison metrics for the analytical curves for (1) the magnitude test and (2) the phase test. 

RSVVP Metric Results Magnitude +20% Phase -20% Phase +20% 
MPC Metrics  
   Geers Magnitude 20 0.1 -0.5 
   Geers Phase 0 18.2 18.2 
   Geers Comprehensive 20 18.2 18.2 
   Geers CSA Magnitude 20 0.1 -0.5 
   Geers CSA Phase 0 18.2 18.2 
   Geers CSA Comprehensive  20 18.2 18.2 
   Sprague-Geers Magnitude 20 0.1 -0.5 
   Sprague-Geers Phase 0 19.5 19.5 
   Sprague-Geers Comprehensive 20 19.5 19.5 
   Russell Magnitude 13.6 0.1 -0.4 
   Russell Phase 0 19.5 19.5 
   Russell Comprehensive 12 17.3 17.3 
   Knowles-Gear Magnitude 20 0.0 0.0 
   Knowles-Geer Phase 0 62.5 62.5 
   Knowles-Geer Comprehensive 18.3 25.5 25.5 
Single Value Metrics  
   Wang’s Inequality 9.1 30.7 30.6 
   Theil’s Inequality 9.1 30.2 30.2 
   Zilliacus Error Metric 20 61.8 60.4 
   RMS Error Metric 20 60.5 60.3 
   WiFAC 16.7 48.8 48.8 
   Regression Coefficient 97.9 78.9 79.1 
   Correlation Coefficient 100 81.0 80.9 
   NARD Correlation Coefficient 100 81.7 81.8 
ANOVA Metrics  
   Average Residual Error 0.02 0 0 
   Standard Deviation of Residuals 0.09 0.26 0.26 
   T Score 2.08 -0.17 0.35 

4.3 ANOVA Metrics Results  

With the exception of Theil’s and Wang’s inequality factors and the Zilliacus error factor, all the metrics 
discussed so far are assessments of the similarity of the magnitudes or phase of the two curves being 
compared.  The metrics proposed by Theil, Wang and Zillliacus, on the other hand are point-to-point 
estimate of the residual error between the two curves.  Each of these methods subtracts the test from 
the true signal at each point in time to find the instantaneous difference between the two curves.  
These differences are then summed and in some fashion normalized.  Both Ray and Oberkampf 
independently developed a more direct assessment of the residual error.  Ray and Oberkampf’s 
methods are essentially identical except Ray normalizes by the peak value of the true curve whereas 
Oberkampf normalized by the mean of the peaks of the test and true curves.  While the other types of 
metrics compare the phase or magnitude of the two curves, these point-to-point error methods 
examine the residual error. 
Ray’s method has an additional advantage since it uses both the average residual error and the 
standard deviation of the residual error.  In essence, the ANOVA method proposed by Ray examines 
the shape of the residual error curve resulting from a point-to-point comparison of the curves.  
Random experimental error by definition is normally distributed about a mean of zero and there are 
standard statistical tests to test the assumption that the error fits a normal distribution.  The analytical 
shape test presented herein is not really a particularly good test of the ANOVA metric since there is no 
random experimental error – the differences between the curves result from the fact that the curves 
are in fact different though very similar analytical curves. 
Nonetheless, the results of the magnitude and phase test are shown at the bottom of TABLE 2.  The 
average residual error for both the magnitude and phase tests was near zero indicating that the 
average value of the error between the curves was zero.  A review of the curves in FIGURE 2 shows 
that the curves have a symmetric oscillation above and below zero so the average distance between 
points on the two curves should be close to zero.  The standard deviation is 0.9 in the magnitude test 
and 0.26 in the two phase tests.   
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Based on an assessment of repeated crash tests, Ray has proposed that the average residual error 
should be less than five percent and the standard deviation of the residual error should be less than 
20 percent.  By those criteria the values in TABLE 2 would indicate that the two curves could 
represent the same event.  The third component of the ANOVA procedure is the T test which is a 
standard statistical test of the hypothesis that the observed error is normally distributed.  For large 
numbers of samples, as is the case in this test, and 90 percent confidence, the critical value for the T 
test is 2.67.  The magnitude test is close but under this critical value whereas the phase tests are well 
inside the acceptance range.  The ANOVA test is recommended for use in roadside safety 
computational mechanics because it provides a direct assessment of the residual errors between the 
test and true curves and, thereby, provides additional useful diagnostic information about the degree 
of similarity or difference between the curves. 

5 COMPARISON OF A FULL SCALE TEST AND AN LS-DYNA SIMULATION 

The next step in this research was to use RSVVP to evaluate the comparison metrics to compare a 
typical roadside safety full-scale test with the corresponding numerical simulation.  The lateral 
acceleration time history of a full-scale test with a small car impacting against a concrete rigid barrier 
was compared with the corresponding outcome from an Ls-Dyna simulation (FIGURE 3).  As the 
impact was clearly limited to the first segment of the time histories, the comparison was performed on 
a time interval corresponding to the first 0.25 seconds of the event.  In fact, RSVVP allows the user to 
compare the curves also on an arbitrary defined user time interval.   

 

 
(a) (b)  

FIGURE 3:  Crash test with a small car,  (a) Finite Element simulation and (b) and full-scale crash test. 

Considering the results previously obtained in the simple case with the analytical curves, it was 
decided to evaluate the Sprague&Geers and the ANOVA metrics for the comparison of these time 
histories.  In order to investigate how the synchronization of the curves before the computation of the 
metrics could affect the final score, the comparison metrics were evaluated using both the original 
non-synchronized and synchronized time histories (FIGURE 4).  In both cases, the curves were first 
filtered using the implemented SAE CFC filtering option. 

(a) non-synchronized (b) synchronized 
 

FIGURE 4:  Acceleration time histories: (a) non-synchronized and (b) synchronized.  

From the results shown in TABLE 3 it is clear that synchronizing the curves improves the score of the 
comparison metrics.  Indeed, this is in agreement with the general subjective judgment that the reader 
could probably formulate by looking at the graphs in FIGURE 4. 
In either the case of the non-synchronized or synchronized curves, the Sprague-Geers metrics have 
been computed also using the integrals of the acceleration time histories (i.e., the velocity time 
histories).  In both cases, the use of the velocity time histories to compute the Sprague-Geers metrics 
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further improve the score respect to the use of the acceleration time histories.  The better results 
obtained using the velocity time histories is not surprising as the velocity has been calculated by an 
integration process, which basically can be considered as a low frequency filtering.  In practice, 
evaluating the comparison metrics with the integrals of the acceleration time histories instead of the 
original acceleration time histories would allow to assess the degree of match of the two curves more 
globally than with the original acceleration curves.  In other words, using the velocity time histories the 
final value of the Sprague-Geers metrics seems to be less sensitive to the small localized residual 
errors which usually characterize the comparison of the acceleration time histories. 
 

TABLE 3:  Metrics values for comparison of the lateral acceleration time histories. 
 Non-synchronized  Synchronized 

Sprague-Geers Acceleration Velocity Acceleration Velocity 
M -4 7.1 -3.4 1 
P 44.5 7.3 28 2.2 
C 44.6 10.2 28.2 2.4 

ANOVA  
Mean 0 0 
Std 0.37 0.24 

t-test -0.46 -0.65 
 

6 CONCLUSIONS AND DISCUSSION 

This paper described the development of the RSVVP program for the evaluation of comparison 
metrics and provided an example of its application to both simple analytical curves and a real 
test/simulation curve comparison.  Several pre-processing options are available for the two input 
curves: data can be filtered, adjusted for any bias, re-sampled to the same data acquisition frequency 
and synchronized to the same equivalent initial time.  Pre-processing is an important step to ensure a 
correct comparison of two curves.  For this reason, it is preferable that raw (i.e., un-preprocessed) 
data is used in RSVVP rather than data already processed for a crash test. 
RSVVP includes sixteen separate metrics that assess the comparison between the test and true 
curves.  The formulation of these metrics is summarized in Appendix and full details are available in 
the literature.  A test case using a simple analytical function was performed and the results for the 16 
metrics were shown in TABLE 2:  Comparison metrics for the analytical curves for (1) the magnitude 
test and (2) the phase test..  A review of the results and formulations of these metrics show that there 
are really just three basic features of a shape comparison that are assessed: similarities in magnitude, 
similarities in phase and the shape of the residual error curve.  Since many of the metrics share similar 
formulations, their results are often identical or very similar and there is no reason to include all the 
variations.  The Sprague-Geers MPC metrics are recommended to assess the similarity of magnitude 
(i.e., the M metric) and phase (i.e., the P metric) and the ANOVA metric is recommended to assess 
the characteristics of the residual errors.  In particular, for the Sprague-Geers metrics the use of the 
velocity time histories showed to give a more reliable and global assessment of the comparison. 
The application of the RSVVP to compare the two time histories respectively from an experimental test 
and a numerical simulation showed the reliability of the program and the implemented metrics for a 
future use in verification and validation procedure in roadside safety.  The RSVVP program will 
provide a convenient platform for engineers to explore the similarities and differences between both 
physical test and computational results in validation efforts as well as comparing the repeatability of 
physical experiments.  The program provides all the tools needed to quickly perform the assessments 
between two curves. 
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9 Appendix A: Analytical formulation of the comparison metrics 

TABLE A1:  Definition of MPC metrics 

 Magnitude Phase Comprehensive 
Integral comparison metrics 

Geers 

   

Geers 
CSA 

   

Sprague 
& Geers 

 
  

Russell 

 
 

where  

 
 

Point‐to‐point comparison metrics 

Knowles 
& Gear  

 

where  

(with ) 
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TABLE A2:  Definition of single-value metrics 

Integral comparison metrics 

Correlation 
Coefficient 

Correlation 
Coefficient 
(NARD)  

Weighted Integrated Factor 

 
Point‐to‐point comparison metrics 

Zilliacus 
error 

 
RMS error 

 

Theil's 
inequality 

 

Whang's 
inequality 

 

Regression coefficient 
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