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1 Abstract 

The industrial sector uses artificial intelligence (AI) in many ways. E.g. anomaly detection to identify and 
examine abnormal behavior of machines, such as voltage and current fluctuation. To develop self driving 
cars AI is used to perform segmentation of the environment to navigate the vehicle and make decisions, 
preferably in real-time. 
Quantum computers are already being used for special machine learning processes, achieving, in some 
instances, better results than a regular machine learning algorithm. This paper will elaborate on the 
upsides of a machine learning model consisting of a hybrid between a quantum machine learning (QML) 
algorithm and a classical machine learning algorithm.  
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2 Project Objectives 

For a quick start in artificial intelligence, the following reference can be consulted for more details [1]. 
For an introduction on quantum mechanics take a look at [2] and for quantum computing refer to [3]. 
Machine learning, especially deep learning, requires an extensive data record in order to be trained 
appropriately. Processing large amounts of data, however, is expensive, due to its highly time 
consuming and computing-intensive nature. The added value of this trained model lies in its ability to 
lower cost through an early detection of errors. Efforts required for both, training and evaluation, could 
possibly be diminished notably by using a quantum computer. 
Data measured by sensors are usually formatted in a way that allows regular computers to interpret 
them. Even if the data was an analog measurement it will still be stored as a digital bit string. However, 
quantum computers are unable to interpret bit strings, therefore necessitating a data encoder before 
handing over the data to a quantum algorithm. Such a hybrid quantum-classical algorithm is often 
referred to as a variational quantum algorithm [4]. In this paper the Python libraries Qiskit by IBM and 
Pytorch have been used to build a hybrid QML. 
The standard machine learning network pre-processes the input data. Its output is then transmitted to 
the QML network. 
As mentioned the data is encoded as a binary string and needs to be converted. To complete the data 
encoding, the machine learning’s output will be passed on to a quantum feature map. This quantum 
feature map then converts a binary string into quantum states that the quantum algorithm is able to work 
with. After the data has been converted into quantum states, they are forwarded to the “Ansatz” which 
represents the weights of our “artificial quantum neurons”. After the algorithm reached a conclusion a 
different problem arises; the data presentation now has to be reversed to compare the conclusion and 
adjust the weights within the neural network (see [Fig. 1]). 
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Fig.1: Comparison between a classical machine learning algorithm (left) and a quantum machine learn-
ing algorithm (middle). In our case, the prediction �⃗ of the classical algorithm is used as the input �⃗ of the quantum algorithm. Figure source: [3] 

 

3 Data Preparation 

For the machine learning process, we’re going to use two different types of data.  
 
The MNIST digit dataset is being used to evaluate the different neural networks on the classification 
technique between two digits. This is a comparison on a supervised machine learning method. From 
the dataset we’re only using the digits “0” and “6”.  
The training dataset will be as big as 100, 200 and 800 samples. The test and evaluation dataset will be 
just as big as the training dataset. All samples will be chosen randomly from the entirety of the MNIST 
dataset. 
 
For an unsupervised machine learning comparison, we have time-series measurements of the current 
taken from a machine. This scenario will show the comparison in the case of an anomaly detector.  
To get better results with the anomaly detection, the training dataset will be much bigger than the 
classification job is using. Also we aren’t able to pick out random datapoints, as this is a time-series 
dataset. So we are using 5,000 connected datapoints from a given start point. For the training and the 
evaluation, we will use 50,000 datapoints to draw a chart that’s giving us more information about the 
performance of the different neural networks. 
 

4 Classical Neural Network 

For the classification we implement a simple “Convolutional Neural Network” (CNN). [Fig.2] shows the 
structure of the network. The training includes ten epochs. We set the learning rate to 0.001. The 
parameters are set for the pure classical network as well as for the hybrid network. 
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Fig.2: The implemented classical CNN without QNN 

 
 
For the anomaly detection we chose a “Long Short-Term Memory” (LSTM). We set the lookback to 128, 
the learning rate to 0.0003 and trained the network for over 200 epochs. 
 

5 Quantum Neural Network 

For our QNN we use the “ZZFeatureMap” method as data encoding. The “RealAmplitudes” is going to 
be our “Ansatz”. We will use two qubits. See [Fig.3]. 
 

 

Fig.3: The implemented QNN with two qubits, “q_0” and “q_1”. 

 
To build a hybrid algorithm we combine the classical networks with this QNN. The classical part is placed 
before the QNN. This means that the output of the classical model is used as input for the quantum 
model. 
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6 Hybrid Neural Network 

 

Fig.4: The implemented classical CNN connected to a QNN (hybrid neural network). 

Comparing [Fig.2] and [Fig.4] we can see that the two networks are almost identical. The only difference 
between the two networks is that the hybrid neural network has one more parameter in the last layer. 
That is because the output of “Linear-5” isn’t densely connected to the output layer directly. Instead of 
having one neuron acting as a direct output (with one bias, see [Fig. 5]), we have two qubits that both 
get an independent bias (see [Fig.3] and [Fig.6]). After the calculation the output of the QNN is then 
forwarded to a classical neuron and can be interpreted by the classic computer. 
 

 

Fig.5: The implemented classical CNN’s output layer with one BIAS. 
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Fig.6: The implemented hybrid NN’s output layer with two BIASes.”in_0” and “in_1” is the output from 
the layer “Linear_5” of [Fig.4]. “out” is the measurement we need to do, in order to get the current 
state of the quantum system and turn it back into a classical bit string. 

 
 

7 Training results 

 

Fig.7: Training curves of both, the classical CNN and the hybrid QNN. 
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[Fig.7] shows that, contrary to expectations, the purely classical network converges faster than the 
hybrid one. However, from the third epoch onwards, the loss values of the two are almost identical. This 
will not change for the remaining training of a total of ten epochs (compare [Fig.8] and [Fig.9]). 
 

  

Fig.8: Training on the pure classical CNN with the required times. 

 

 

Fig.9: Training on the hybrid QNN with the required times. 

 

8 Results on evaluation datasets 

Results on the accuracy of the classification task were almost identical (see [Fig.10]) however the time 
needed by the hybrid QNN was much higher. We have almost identical results on the anomaly detection 
task (compare [Fig.11] and [Fig.12]).  
 

 

Fig.10: Classification results on the evaluation dataset. 
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Fig.11: Anomaly detection results of the classical ML on the evaluation dataset. 

 

Fig.12: Anomaly detection results of the hybrid QML on the evaluation dataset. 

 
The performance of the complete algorithm is being discussed and the compute time of the data 
encoding process is being evaluated for different numbers of qubits. In the evaluation process, not only 
the results are considered, but also the formula for data encoding is taken into account. Using the qiskit 
library we encode the original data using a “ZZFeatureMap” which is based on a “PauliFeatureMap”. It’s 
a so called “angle encoding” method. The following section is citated from [5] to visualize the 
mathematics behind the data encoding. 
The “PauliFeatureMap” is a Pauli Expansion circuit that will transform our data, x�⃗ ∈ R�, given by the 
classical machine learning network, where 	 is the “feature-dimension“ (that is equal to the number of 
qubits used), into the quantum state 


��⃗� � exp �� � ����⃗� � ��
�∈��∈ℐ

� 

 

� is a set of qubit indices that describes the connections in the feature map, � is a set containing all 
these index sets, and �� ∈ ��,  , !, "#. Per default the data-mapping �� is 

 



14th European LS-DYNA Conference 2023, Baden-Baden, Germany 
 

 

 
© 2023 Copyright by DYNAmore GmbH, an Ansys Company 

 

����→� � � �� if � � �∏'∈� () − �'+ if |�| > 1. 
 
As we tested this on the simulator, the calculation of the quantum states is very complex. That’s why 
the algorithm is slow like shown in [Fig.9].  
We also ran tests on a physical quantum computer by IBM using the processor “Falcon r4T” with five 
qubits. The “ZZFeatureMap” we used, is fully entangling the qubits. By this, the quantum computer can 
encode the different inputs at the same time, which our simulator on the classical computer can’t. So 
the quantum computer should be able to encode the data pretty fast. However, what we observed was 
that on the quantum computer, the time needed to fulfil a task, was also higher than the pure classical 
algorithm. We think that the problem here is the overhead. Our data needs to be read out of the GPU, 
stored in the RAM or a CPU register, and then be sent over through the internet to the quantum 
computer. After that we’ll receive the conclusion and need to get it back into the GPU.  
Another problem is that on a real quantum computer we get quantum errors leading to worse results in 
accuracy. Newest researches show that encoding logical qubits within many physical qubits enhances 
the protection against quantum errors [7]. 
 

9 Conclusion 

In our experiments we only used problems that aren’t highly complex. To truly outperform a classical 
machine learning algorithm, we need problems that are more complex. A problem with higher complexity 
often comes with more features. The problem of the data encoding we used is that, with an angle 
encoding method you need one qubit per feature. The “free to use” IBM quantum computers only have 
five qubits. So it’s just about enough to train on the “Iris” dataset which contains data on three different 
species of iris.  
To tackle classification tasks with more features you either need more qubits, or you use another type 
of encoding. A method to encode more features with the same amount of qubits could be a so-called 
“amplitude encoding” process, with which you are able to store 20 features, where n is the number of 
qubits used [8]. 
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