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1 Abstract 

In this work, the flow behavior of sandwich foldcores and their influence on the fluidic parameters such 
as pressure drop are investigated. The subjects of the investigation are three different foldcore 
geometries, which are analyzed with the ICFD solver from LSDyna. The results are then examined with 
results from numerical simulations using OpenFoam as well as experiments in the water channel.  
 

2 Introduction 

Foldcores represent a promising alternative to conventional sandwich core structures such as 
honeycombs or foams. The manufacturing process follows the principle of origami - folding edges are 
applied to a flat semi-finished product and then a three-dimensional core structure is created by folding 
the semi-finished product, as shown in Fig. 1. Suitable materials for producing these foldcores are 
cellular and technical papers, plastics, metals or fiber composites. [1,2] 
 

 

Fig.1: Principle of foldcores illustrated on a 3x3 Miura-ori foldcore. 

An infinite variety of different geometric designs can be realized by the folding process. A decisive 
advantage over the honeycombs and foams frequently used in industry is the possibility of creating an 
open core structure as shown in Fig. 2. On the one hand, this enables a drainage function to avoid 
moisture accumulation in the sandwich core and the associated reduction in mechanical properties. On 
the other hand, these channels in the core structure can also be actively used for media transport and 
associated cooling or heating. This aspect of functional integration will be investigated in more detail in 
this work. 
 

 

Fig.2: Miura-ori foldcore structure with open core geometry shown by the red arrows. 

3 Theory of flow in curved channels 

In the present work, flow in curved, non-circular channels are considered. In these, phenomena occur 
which not only influence the physical quantities such as the pressure drop but can also lead to numerical 
instabilities. In particular, the occurrence of flow separation and secondary flows are to be mentioned 
here. 
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3.1 Flow separation and secondary flows 

In technical flows with directional changes, as they occur in pipe or channel flows at hand here, flow 
separation areas often form. This phenomenon can be divided into two main effects. These are shown 
in Fig. 3 and marked with the letters A and B. 

 

Fig.3: Flow separation areas (red) in curved channels. A: Flow separation due to the increasing 
pressure in the direction of the outer radius. B: Flow separation due to effective cross-sectional 
expansion. Figure adapted from [3]. 

In the flow region A, the fluid particles are on a circular path with radius 𝑟 and normal direction 𝑛. It is to 
be assumed that neither frictional nor gravitational forces act on the fluid particles. In this case there is 
equilibrium of forces between pressure force and centrifugal force and according to Newton's second 
law applies with the pressure 𝑝, the density 𝜌 and the velocity of the fluid particle 𝑢𝑖: 

𝜕𝑝
𝜕𝑛

= 𝜌
𝑢𝑖

2

𝑟
 (1) 

Formula (1) shows that the pressure increases as the radius 𝑟 increases. In the wall area, the fluid 
particles are slowed down due to friction. As a result, the fluid particles can no longer overcome the 
increased pressure and a flow separation occurs, accompanied by a backflow and vortex formation. The 
area A of the flow separation is also called backwater area and causes an effective narrowing of the 
flow cross section, which results in an increase of the flow velocity due to the continuity condition. 
The flow detachment area B is formed as a direct consequence of the detachment in area A. Due to an 
effective widening of the flow cross-section after the bend, there is a decrease in the flow velocity and 
an increase in the static pressure. The fluid particles located on the inner wall are slowed down by 
friction and cannot overcome the pressure increase. A second flow separation occurs. 
 

 

Fig.4: Representation of secondary flow of second type for turbulent flow through non-circular cross-
sections according to [4]. 

 
Another flow phenomenon is the occurrence of secondary flows in the channel. The reduction in velocity 
of the fluid particles near the wall due to friction causes a disturbance of the equilibrium between 
pressure and centrifugal force in equation (1). As a result, superimposed on the main flow, circulatory 
motions of the fluid particles are formed in the cross-sectional plane, which are called secondary flow 
and are shown in Fig. 4 for a triangular and square cross-section. The explicit generation and formation 
of such secondary flow forms is the subject of current research, since the occurrence of turbulence 
complicates the theoretical consideration (for laminar flows, such effects could not be observed so far). 
Detailed theoretical investigations can be found in [5], among others. 
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3.2 Pressure loss 

An essential parameter when considering duct flows is the pressure drop Δ𝑝𝑣. This results directly from 
the energy loss due to heat (dissipation losses), which is caused by the friction of the fluid on the channel 
walls. The theoretical static pressure 𝑝 is consequently reduced by the pressure loss Δ𝑝𝑣. This in turn 
depends on a variety of factors such as pipe friction, flow inlet, deflections and changes in cross-section. 
The theoretical description of the pressure loss is only possible for very simple special cases with 
laminar flow. In practice, the pressure loss is often modeled as the product of the drag coefficient 𝜁 and 
the dynamic pressure: 
 

Δ𝑝𝑣 = ζ ρ
𝑢2

2
 (1) 

Due to the variety of different duct shapes, branching or deflection internals and flow phenomena, the 
resistance coefficient can only be obtained from tests in practice. It is usually composed of a friction 
component 𝜁𝑅 and a geometric component 𝜁𝐺 . For low Reynold numbers (𝑅𝑒 <  4𝑥104), a hydraulically 
smooth channel can be assumed according to [6] and the dependence of the drag coefficient on the 
wall roughness does not apply. 
 

4 Modell Setup 

4.1 Considered foldcore geometries 

To cover the wide range of possible foldcore geometries, three representative configurations were 
selected in this work. Since the sandwich foldcore is bonded to the top and bottom face sheets, the 
individual channels can be viewed independently as shown in Fig. 5. This significantly reduces the 
numerical effort and modeling. 

 

Fig.5: Independent observation of a single channel with a sinusoidal shape [7]. 

The three selected foldcore geometries represent typical configurations and match the geometries from 
[8] to be able to compare the numerical results. The first channel K1 has a rectangular cross-section 
and is shown in Fig. 6. The course is sinusoidal. At the inlet and outlet, a linear piece of 30mm length 
was added to improve the convergence behavior of the simulation and to provide a run-up distance for 
the turbulent flow. This procedure was also carried out for the channels K2 and K3. Channel K2 also 
has a sinusoidal shape, but compared to K1 it has a triangular cross-section as shown in Fig. 6. A 
triangular cross-section was also selected for channel K3. The course is described by linear functions 
resulting in a zigzag pattern as shown in Fig. 6. Comparing the geometries, it can be seen that channel 
K2 is an blended geometry of K1 and K3 - the sinusoidal shape of K1 and the cross section adapted 
from K3. This should simplify the comparison of the channels with each other as well as the identification 
of geometry-related flow effects. 
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Fig.6: Considered channel geometries K1 to K3 with characteristic dimensions [7]. 

 

4.2 Mesh generation 

When creating the mesh, special attention must be paid to the mesh quality and resolution in the areas 
close to the wall. In the used version R12 of LSDyna ICFD only High-Re models are implemented, which 
provide a total of four different wall functions. All these wall functions have a switchover point from the 
logarithmic to the linear, dimensionless velocity curve at 11,225 units of the dimensionless wall distance 
𝑦+. This is to ensure that there are no large deviations from the true, near-wall velocity profile. If an 
element node is below this switchover point, the wall function switches to the linear course. 
However, due to the flow phenomena described in section 3 for the foldcore geometries considered 
here, this procedure leads to very strong convergence problems and implausible results. In addition, 
relatively low Reynolds numbers result in a large boundary layer thickness. The boundary layer 
thickness 𝛿 is inversely proportional to the square root of the Re number. These circumstances lead to 
the fact that the 𝑦+-values of the element nodes near the wall are below the optimal range 30 < 𝑦+ <
300 given in the literature [9]. This problem is illustrated in Fig. 7 for channel K1. 
 

 

Fig.7: Visualization of the 𝑦+-values on the side walls of the channel geometry K1 [7]. 

 

K1 K2 

K3 
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To eliminate the described problem of frequent switching of the wall function, LSDyna ICFD offers the 
possibility of boundary layer refinement. The elements close to the wall are divided into two or more 
smaller elements. This methodology is intended to ensure that all element nodes are in the linear region 
of the turbulent boundary layer. In application, this approach could not lead to the desired result for the 
geometries and boundary conditions present here. The numerical simulations diverged after a short 
time. Comparative calculations with pipe flows and similar boundary conditions showed good results. 
This allows the conclusion that the non-circular cross-sections and the associated flow phenomena are 
the cause of the problem. For this reason, an alternative meshing methodology had to be found. 
The meshing methodology used in this work is based on the idea of using a coarser volume mesh in the 
near-wall region and a fine volume mesh in the core flow region. In this way, it can be ensured that the 
𝑦+-values of the nodal points are shifted upwards and the simulation thus remains stable. At the same 
time, the fine volume mesh of the core flow ensures plausible results, which can be compared with [8]. 
The procedure for this meshing is shown in Fig. 8 using the example of channel K1. 
 

  

Fig.8: Left: Channel geometry K1 with two closed surfaces lying inside each other to create the mesh. 
Right: Cross-section of channel K1 with generated mesh. 

The automatic volume mesher in LSDyna is used to create the mesh. The resulting mesh is shown in 
Fig. 8 on the right side in the cross section of channel K1. The use of this meshing results in significantly 
improved convergence behavior as well as plausible results for the pressure drop and pressure forces 
on the side walls of the duct. 
A disadvantage of the presented methodology, besides the increased effort for mesh generation, is the 
fact that no frictional forces on the wall can be output. Refinement of the boundary layer would be 
necessary to output these values, which will result in the above described problems. 
 
As part of this work, a mesh convergence study was conducted according to [10]. Thereby, the interior 
mesh of the core flow was refined three times. The effective convergence order was determined to be 
𝑝𝑐𝑜𝑛 = 1.4 and is below the theoretical convergence order of 𝑝𝑐𝑜𝑛,𝑡ℎ𝑒𝑜 = 2. This is due to the turbulence 

model, the wall functions as well as the mesh quality. 
An edge length of ℎ𝑖𝑛 = 1.25 𝑚𝑚 could be determined as the optimal element size. This represents the 
best compromise between accuracy and simulation time (<2h @ 32 CPUs). 

4.3 Boundary conditions 

For the boundary conditions, analogous to the works [11] and [8], water was used as the flow medium 

with an inlet velocity of 𝑈∞ = 0.14
𝑚

𝑠
. The outlet pressure was chosen to be 𝑝0 = 0 𝑃𝑎, so that the 

difference between inlet and outlet pressure, which represents the pressure loss ∆𝑝𝑣, corresponds to 
the inlet pressure. In order to specify the adhesion condition to the side walls of the channels, the flow 

velocity was chosen here to be 𝑈𝑊𝑎𝑙𝑙 = 0
𝑚

𝑠
. The boundary conditions described are identical for all three 

geometries presented. 
The modeling of the turbulence boundary conditions differs due to the different cross sections for each 
geometry. The turbulent kinetic energy results from the definition equation of the degree of turbulence 
to: 

𝑘 =
3

2
(𝑇𝑢 𝑈∞)2 (2) 
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For flow problems, 𝑇𝑢 = 0.05 is often assumed for the turbulence level at the inlet. This also corresponds 
to the default value in LSDyna ICFD. For the dissipation rate 𝜀, the following relationship can be 
assumed according to Prandtl [12]: 
 

𝜀 = 0.16 
𝑘1.5

�̃�
 (3) 

 

Here �̃� corresponds to the length of the large turbulence bales, for which the assumption �̃� = 0.1 𝐷ℎ can 

be made based on empirical values. The hydraulic diameter 𝐷ℎ is 𝐷ℎ = 30 𝑚𝑚 for channel K1 and 𝐷ℎ =
24.8 𝑚𝑚 for channels K2 and K3 respectively. For non-circular cross-sections, the hydraulic diameter is 

derived according to [3] as is 𝐷ℎ = 4 
𝐴

𝑈
. Here, 𝐴 denotes the cross-section and 𝑈 the wetted 

circumference. 
When using k-ω- or SST-turbulence models, the specific dissipation rate ω at the inlet must also be 
specified. In the present work, the following definition equation is used [9]: 
 

𝜔 =
𝜀

𝑘
 (4) 

 
The turbulence boundary conditions presented apply when using k-ε-, k-ω-, and SST turbulence models. 
For the flow problems considered in this work, only the SST model has proven to be suitable. The other 
turbulence models as well as the alternative "Variational Multiscale Approach" led to divergence and 
implausible results. The following Table 1 summarizes the boundary conditions in tabular form. 
 

Table 1: Boundary conditions of channels K1 to K3. 

Geometry 𝑘 ∗ 105[
𝑚2

𝑠2
] 𝜀 ∗ 105[

𝑚2

𝑠3
] 𝜔 [

1

𝑠
] 𝑈∞ [

𝑚

𝑠
] 𝑝0 [𝑃𝑎] 𝑈𝑊𝑎𝑙𝑙  [

𝑚

𝑠
] 

K1 7.35 3.36 0.457 0.14 0 0 

K2 & K3 7.35 4.05 0.551 0.14 0 0 

 
 

5 Results 

To evaluate the convergence behavior of the simulations, the residual is evaluated on the one hand. 

This should have a magnitude of 10−5 to 10−6 in order to obtain high-quality results. On the other hand, 

the integral quantities pressure loss ∆𝑝𝑣 and the pressure force 𝐹𝑝𝑦 on the channel wall are considered. 

If the integral values are constant, the simulation can be considered as converged, even if the residual 
has not yet reached the required magnitude. In addition to these characteristic values, the fluidic 
phenomena such as vortex formation, flow separation and backflow are visualized and compared on 
the basis of the results using OpenFoam [8] and the experimental data [11]. For the visualization the 
"Line integral Convolution" (LIC) method as well as for the representation of the vortices the Q-criterion 
[13] are used. 
 
To improve the convergence behavior of the simulations, the under-relaxation method is used. This 
represents an artificial numerical damping, which is implemented in the iteration process. After each 
iteration step, a flow quantity 𝑓𝑛𝑒𝑤 then corresponds to a linear combination of the current 𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡 and 

the value 𝑓𝑜𝑙𝑑 calculated in the previous iteration step. Equation 5 illustrates this using the example of 
the flow variable pressure p: 
 

𝑝𝑛𝑒𝑤 = 𝛼 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 + (1 − 𝛼) 𝑝𝑜𝑙𝑑  (5) 

 
 
In this context, the parameter 𝛼 represents an under-relaxation parameter and should lie in the interval 

(0,1]. In the simulations carried out within the scope of this work, the under-relaxation parameter was 
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set to 𝛼 = 0.6. It should be noted that this strongly decreases the convergence rate. Thus, significantly 
more iterations are necessary to achieve convergence. 
 
The results of the numerical flow simulation for channels K1 to K3 are shown in Fig. 9 to Fig. 11. On the 
left side, the course of the residuals for the impulse and the pressure over the number of iterations is 
shown. On the right side, the course of the integral quantities over the number of iterations is shown. 
The results of the simulations as well as the comparative values of the OpenFoam simulations according 
to [8] are shown in Table 2 
The results of the integral quantities for channel K1 show a deviation of about 46% for the pressure drop 
and about 58% for the pressure force. These relatively large deviations are due to the cross-sectional 
shape of the channel and the associated secondary flows. During the simulation, poorer convergence 
behavior was already evident compared to cores K2 and K3. 
Since the channel geometry of K1 has a sinusoidal shape and a square cross-section, there is very little 
vortex formation and flow separation. Therefore, channel K1 has the lowest pressure drop. 
 

 

Fig.9: Left: Plot of residuals versus the number of iterations for the pulse and pressure of channel K1. 

Right: Course of the integral quantities pressure loss Δ𝑝𝑉  and pressure force 𝐹𝑝𝑦 over the number 

of iterations of channel K1. 

 

 

Fig.10: Left: Plot of residuals versus the number of iterations for the pulse and pressure of channel K2. 
Right: Course of the integral quantities pressure loss Δ𝑝𝑉  and pressure force 𝐹𝑝𝑦 over the number 

of iterations of channel K2. 
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Fig.11: Left: Plot of residuals versus the number of iterations for the pulse and pressure of channel K3. 
Right: Course of the integral quantities pressure loss Δ𝑝𝑉  and pressure force 𝐹𝑝𝑦 over the number 

of iterations of channel K3. 

 

Table 2: Results of the integral quantities of the numerical simulation as well as comparative values of 
the calculations performed with OpenFoam according to [8]. 

Geometry Value Result Comparative value [8] 

K1 
Pressure loss ∆𝑝𝑣 [Pa] 34.3 23.38 

Pressure force 𝐹𝑝𝑦 [mN] 133.3 84.1 

K2 
Pressure loss ∆𝑝𝑣 [Pa] 57.2 57.7 

Pressure force 𝐹𝑝𝑦 [mN] 263.5 276.6 

K3 
Pressure loss ∆𝑝𝑣 [Pa] 142.6 172.3 

Pressure force 𝐹𝑝𝑦 [mN] 420.5 540.3 

    
For channel geometry K2, there is very good agreement between the results of this work and those 
obtained with OpenFoam in Table 2. The deviation for the pressure drop is negligible, and the deviation 
for the compressive force is below 5%. In order to check whether the essential flow phenomena are 
represented, the vortex formation of the two numerical results and the experimental data in the water 
channel were compared in Fig. 12. There is a very good agreement between all methods. 
 

 

Fig.12: Left: Vortex regions of numerical simulation. Middle: Vortex regions of the OpenFoam 
simulations according to [8]. Right: Experimental results according to [11]. 

The visualization of the flow separation by the LIC method in Fig. 13 also shows a very good agreement 
between the numerical methods and the experimental data. Due to the transverse pressure equation, a 
higher static pressure prevails in the area close to the wall than in the center of the channel. As a result, 
the flow detaches here first. This wake water region after the crest of the sinusoidal edge, which is 
caused by the detachment, can be mapped by all three methods. 
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Fig.13: Illustration of flow separation in channel K2 using LIC method. Left: Numerical results of this 
work. Center: Results of the OpenFoam simulations [8]. Right: Experimental results of the water 
channel [11]. 

For channel K3, there is a good agreement between the simulations with LSDyna ICFD and the 
OpenFoam resultet, shown in Table 2. The deviation for the pressure drop is 17%, for the compressive 

force the deviation is 22%. Comparing the visualization of the vortex regions in Fig. 14 and the flow 
separation in Fig. 15, good agreements are shown for all three methods. The flow is characterized by a 
narrow core flow with large wake water regions at the edges. 
 

 

Fig.14: Left: Vortex regions of numerical simulation. Middle: Vortex regions of the OpenFoam 
simulations according to [8]. Right: Experimental results according to [11]. 

 
 

 

Fig.15: Illustration of flow separation in channel K3 using LIC method. Left: Numerical results of this 
work. Center: Results of the OpenFoam simulations [8]. Right: Experimental results of the water 
channel [11]. 

As expected, the highest pressure losses occur in channel K3. This is due to the large-volume wake 
water areas with strong vortex formation, which extract a lot of energy from the flow. The cause of these 
wake water areas lies in the zigzack course of the foldcore geometry. This is illustrated by the 
streamlines in Fig. 16. 
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Fig.16: Streamlines for channel K3 in plan view [7]. 

 

6 Summary 

In summary, with the exception of K1, the flow with folded cores can be reproduced very well in this 
work. However, it must be considered that strong convergence problems and implausible results are 
associated with conventional meshing. After switching to the meshing methodology developed in this 
work consisting of a fine resolution core flow mesh and a coarser mesh in the wall region, reasonable 
results could be obtained in acceptable simulation times. Validation of the numerical results using 
comparative simulations with OpenFoam and experimental data from the water channel was 
successfully performed. Thus, it could be shown that in principle a simulation of the flow is possible, but 
it is very much dependent on the geometry at hand and the boundary conditions of the flow. A more 
detailed examination of the individual influencing factors is the subject of future research work. 
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