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1 Abstract 

The predictive capability of crash simulation concerning material failure is still in need of improvement 
due to the coupled complex influences of triaxiality, strain rate and temperature. Because of their 
lower ductility the use of high- and ultra-high strength steels (HSS&UHSS) requires a more accurate 
prediction of failure. This subject commonly leads to more complicated material- and failure models to 
describe complex interactions between deformation, strain rate and temperature, which usually results 
in longer computational time. On the other hand, due to the high complexity of crash simulation 
structures, simpler and less time-consuming material models and numerical methods are required to 
keep simulation times in an acceptable frame. For this reasons, a material model which considers the 
influences of strain rates and adiabatic effects was suggested and applied to simulate different testing 
scenarios. To avoid the time-consuming fully coupled thermal-mechanical approach, a strain-rate 
dependent Taylor-Quinney-Coefficient was introduced to control local adiabatic heating which lead to 
variable softening effects for different strain rates. Additionally, numerical investigations on the 
GISSMO damage model were carried out. Influences of the stress state (triaxility) and strain rate on 
the failure behavior of HSS&UHSS were characterized and simulated. To demonstrate the capabilities 
of the used approaches, loading tests on different geometries of specimens e.g. tension, shear 
tension, notch tension, pierced tension and Nakajima specimens were conducted with optical and 
infrared measurement of local strain and temperature fields. Especially the adiabatic softening and the 
change of failure strain at higher strain rates under different stress traxialities were analyzed. 
 
KEYWORDS: deformation behavior, failure behavior, plasticity model, triaxiality, GISSMO, UHSS, 
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2 Introduction 

In the trend of lightweight construction more and more HSS&UHSS come to application in automotive 
structural components. Since the ductility of HSS&UHSS is relatively low, damage behavior of these 
materials has to be modelled in vehicle crash simulations to achieve a reliable crash worthiness 
prediction. However, the predictability of damage behavior under crash loading is still in need of 
improvement, since the influences of stress state, strain rate and temperature on damage 
development are very complex and no efficient and reliable numerical methods are available for 
damage modeling in crash simulation. 
Until now most experimental results about the influence of stress triaxiality on failure behavior are 
achieved under static loading [1, 2, 3]. The main points of these investigations lie on the realization of 
different stress states for material characterization e.g. from pure shear over uniaxial tension, plane 
strain to biaxial tension. Based on the systematic experimental investigations different microscopic 
mechanisms of ductile failure like dimple fracture and shear fracture are recognized and the 
corresponding damage criteria are derived [4, 5, 6]. There are only a few publications about the 
influence of both stress state and strain rate on damage behavior [7, 8]. As the experimental tests at 
high strain rates are complex and need special facilities, the strain-rate dependence of failure strain is 
usually characterized only using smooth tension specimens. Dynamic tests under multi-axial loading 
especially under shear loading are missing. During dynamic testing not only the higher strain rate but 
also the temperature rise converted from plastic work (adiabatic heating) affect the deformation and 
damage behavior of material. However, there are no systematic investigations about the influence of 
strain rate and adiabatic heating on localization and damage behavior in different specimen tests. 
The use of a suitable material model taking into account strain rate and temperature effects is 
essential for damage modeling since nearly all damage criteria for ductile rupture are based on local 
plastic strain and triaxiality which depend strongly on strain rate and temperature. A lot of material 
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models for description of strain rate effects are available for crash simulations. While Cowper and 
Symonds [9] and Johnson and Cook [10] used empirical models with a multiplicative law for strain rate 
dependence, Macherauch and Vöhringer [11] suggested a theoretic model with an additive law for a 
thermic and non-thermic contribution to the flow stress. The temperature rise during a dynamic tension 
test depends on plastic deformation and strain rate. In the case that the critical velocity for the 
adiabatic condition is reached, the temperature rise can be easily calculated from the relationship to 
the plastic energy. If a strain rate is lower than the critical value for the adiabatic condition, heat 
transportation has to be considered for the calculation of temperature change. Since no thermo-
mechanical coupling is used in normal crash simulations, a simple solution for calculation of the 
temperature rise at different strain rates is required. An interesting method based on a strain-rate 
dependent factor (Taylor-Quinney coefficient) was used in [12]. However it is not clear how the factor 
is affected by specimen geometry and especially by strain gradients. The failure models used for 
crash simulations are mainly empirical models since micromechanical damage models like the Gurson 
model [13] describe only dimple fracture and are not applicable for shear rupture. The extended 
micromechanical models [14] contain also empirical parts and therefore are not more beneficial for 
applications. The basic idea of the available empirical failure models like Johnson-Cook [10], GISSMO 
[4], Bi-Failure [2], CrachFEM [15] and Bai-Wierzbicki [5, 16] is that ductile fracture is controlled by a 
fracture strain which depends on stress state which is characterized with triaxiality or in combination 
with a second parameter like Lode angle or shear stress ratio. For application of the failure models 
different specimen tests at different stress states are required to determine the corresponding damage 
curves by inverse simulations. The local fracture strains can be determined using digital image 
correlation (DIC) like ARAMIS. The open question is how the damage curves are influenced by strain 
rate. In this work the deformation and damage behavior of different steels for automotive application 
were characterized under multiaxial crash loading and modelled with an efficient method. The 
experimental tests at different stress triaxialities were performed with strain field measurements using 
high-speed cameras and with temperature measurement using an infrared high-speed camera [19], 
[20]. The micro-mechanisms of damage under different strain rates and triaxialities were analyzed by 
fractography and metallography. A simple numerical method for modeling the influences of strain rate 
and temperature on the flow behavior was used for crash simulations. The applied damage model was 
calibrated and verified by simulating the selected specimens under different stress states and strain 
rates. 
 

3 Material and Damage Models 

To describe the material behaviors sufficiently enough, a modelling approach based on deformation 
mechanisms is needed. An appropriate choice leads to use a strain rate dependent plasticity model for 
describing the deformation behavior and an additional damage model to depict the final failure of the 
material. Both models could be coupled or not, which leads to a more smooth or abrupt strain-stress 
characteristic of simulated specimens. 

 

Fig.1: Deformation characteristics for different couplings between plasticity-, damage and failure 

models. („: stress, ‐: strain, ‐: strain at damage initiation, ‐: failure strain ) 

The requirement for coupling the plasticity and damage model depends on the material. For example, 
UHSS show a small ductility and fail instantaneously, which often needs no coupling. On the other 
hand the failure behavior of more ductile steels is often smeared and smooth, which suggests a 
coupling of the plasticity and damage model. But coupling has one significant and practical 
disadvantage, because the calculated damage evolution changes strongly the deformation behavior 
before failure and makes the inverse simulation for the determination of true stress vs. true strain 
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curves more difficult. Therefore it is often more convenient to skip coupling, except for the case that 
the material characteristic really needs such approach. 

3.1 Models for Strain-Rate and Temperature Dependence 

The basic ingredient to describe the pre-fracture deformation behavior accurately is the proper choice 
of a suitable plasticity model. If the chosen material model is not suitable, the calibration of the 
material parameters in relation to the measurements can be principally carried out, but is not reliable 
for all different stress states ( e.g. under tension, shear tension, biaxial tension, etc.). It is commonly 
known that local heating effects occur during high speed loading, which is mostly the case during 
crash relevant scenarios. This effect is significantly more pronounced for higher loading speeds. The 
reason of this fact lies in the conversion from the work of plastic deformation 

ὡ „‐ ᵼὨὡ „‐ȟ‐ȟὝ‐Ὠὸ (1) 

to thermal energy 

ή ‍ὡ ᵼὨή ‍„‐ȟ‐ȟὝ‐Ὠὸ (2) 

which can be described by the Taylor-Quinney coefficient ‍ [17]. The Taylor-Quinney coefficient in 
equation (2) is a constant material parameter and has the typical value of 0.9 for steels. The heat 
increase is primarily determined from the available time to conduct the generated heat (2) and the 
heat conduction behavior (3) which is mainly determined by the heat conduction coefficient ‗ 

ή ‗  (3) 

It is obvious that the available time for heat conduction decreases at higher strain rates, which leads to 
higher temperatures. In that case the heat conduction plays a negligible role and the local 
deformations run mainly under adiabatic conditions, which means no or remarkably reduced local heat 
exchange outwards is possible due to the short deformation time. On the other hand in case of lower 
strain rates the available time for heat conduction increases, which leads to a lower temperature rise, 
and non-adiabatic local deformation takes place. These mechanisms show the importance of heat 
conduction during plastic deformation at different strain rates. But for complex crash simulations in 
automotive applications it is not possible to take the heat conduction into account due to the time 
consuming thermo-mechanical coupled calculation. Therefore an applicable alternative solution is 
needed. First approaches to describe these circumstances are based on models of Johnson-Cook 
type 

„ „ ‐ ϽὪ‐ ϽὫὝ (4) 

which use a multiplicative combination of the influences of plastic strain hardening „ ‐  and strain-

rate hardening Ὢ‐  as well as temperature related softening  ὫὝ. The calculation of the 

temperature field bases on the approach of Taylor-Quinney ‍ (2) and the specific heat capacity ὧ (5). 

Disadvantages of such models (4) are often the analytical approaches for „ ‐ , Ὢ‐  and ὫὝ, 

which are inflexible and fit more or less only specific classes of materials. Additionally the multiplicative 

connection between „ ‐ , Ὢ‐  and ὫὝ given in (4) results in self-similarities of the described flow 

curves (yield surface), but strain rate hardening on different temperature levels is more complex [18]. 
The heating can be calculated from equation (2) and the specific heat capacity ὧ by 

Ὠή ”ὧὨὝᵼὨὝ „Ὠ‐ Ὠὡ  (5) 

Due to the fact that the density ”, the specific heat capacity ὧ and the Taylor-Quinney coefficient ‍ 

are constant quantities, it is obvious that the temperature rise is only determined by the increase of 
plastic work Ὠὡ . Therefore the temperature field in the model increases for non-adiabatic conditions 

unrealistically, because no heat conduction is considered in the model. This unrealistic temperature 
increase leads to over-pronounced thermal softening in the deformation behavior of the considered 
material for lower strain rates, where heat conduction becomes more important and non-adiabatic 
local deformations take place. To solve this problem a strain rate dependent Taylor-Quinney 
coefficient can be introduced. The main idea behind this approach is the reduction of the thermal 
heating at lower strain rates, which should compensate the not included heat conduction in the model. 
The main requirements of a strain-rate dependent function for the variable Taylor-Quinney coefficient 
are given below: 
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- The reduction of heat generation for lower strain rates should compensate the absence of heat 
conduction, which leads to a low value of ‍ and non-adiabatic conditions 

- Usual values of ‍ (e.g. 0.9) for higher strain rates should describe sufficiently the adiabatic 
conditions 

- For medium strain rates a suitable change of ‍ should describe the non-adiabatic - adiabatic 
transition 

Out of these requirements one suggestion of the strain-rate dependent Taylor-Quinney coefficient is 
given in the following equation (6)  

‍ ‍Ͻ ὥὶὧὸὥὲὦ Ͻὰὲ
ȟ
Ͻ  (6) 

‍ describes the Taylor-Quinney coefficient for adiabatic conditions which corresponds to the usual 

constant value from the literature (0.9). ‐ȟ describes the strain rate for non-adiabatic ï adiabatic 

transition. ὦ  describes the width of the strain rate region where the non-adiabatic ï adiabatic 
transition takes place. An exemplary shape of the approach (6) is given in (Fig. 2). It can be expected 
that unrealistic softening for lower strain rates will disappear, because the temperature evolution is 
considerably reduced in comparison to the standard model with a constant Taylor-Quinney coefficient 
(black and purple dashed lines in Fig. 3). 

 

Fig.2: Strain-rate dependent Taylor-Quinney coefficient. 

The consideration of the strain-rate dependent Taylor-Quinney coefficient (6) in the standard Johnson-
Cook Model (4) leads to much more realistic temperature evolutions for lower deformation speeds. For 
higher strain rates the thermal behavior still shows adiabatic deformation. 

  

Fig.3: Temperature development for different strain rates in a standard plasticity model of Johnson-
Cook type with variable Taylor-Quinney-coefficient left (solid lines: yield stress; dashed lines: 
temperature; different colors: strain rates) and constant Taylor-Quinney-coefficient right 

3.2 Damage Model 

The used approach for describing failure bases on a scalar damage parameter Ὀ which can be 
coupled or not to the actual stress state of the applied plasticity model. Fracture occurs when the 
cumulative scalar damage parameter D defined by (7) reaches the critical value of one 

„  (7) 
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where „  represents the Cauchy-stress for the undamaged and „  the Cauchy-stress for the 

damaged state. Johnson-Cook [10] proposed a linear damage accumulation. A more general non-
linear damage accumulation is used here: 

ȟ
ϽὈ Ͻ  (8) 

‐ denotes the equivalent plastic strain and the exponent ὲ is a parameter controlling the speed of 

growth in the damage evolution. ‐ȟ denotes the local failure strain, which depends on the triaxiality – 

and is given by the failure curve ‐ȟȡ ‐Ƕȟ –. From the definition of the triaxiality 

– „ḧ „ „ ḧ „„  (9) 

it is clear that the local failure strain ‐ȟ depends on the stress state (hydrostatic stress „, equivalent 

von Mises stress „ ), which is determined by the local strains and strain rates too ‐ȟȡ ‐ǿȟ –ȟ‐ . 

Therefore it is obviously, that the development of damage variable Ὀ (8) depends strongly on the local 
deformation state (lower failure strain leads to faster damaging and higher failure strain results in 
slower damaging). The adjustment of most failure models based presently only on the failure 
behaviour for quasistatic loading conditions, which means for different strain rates no change of the 
failure curve is assumed. There are also approaches of self-similar scaling proposed which multiplies 
the quasistatic failure curve with a factor in dependency of strain rate. Additional approaches 
suggested for different strain rates a local scaling of the (quasistaic) failure behaviour for shear or 
biaxial dominant deformation states. But it is clear, the shape and the level of the failure curve 
changes with the local strain rates in a more general way. The investigation of this behaviour is one 
important part of this work. 
For proportional loading the integration of (8) under the condition of Johnson-Cook damaging (ὲ ρ) 
leads to Ὀ ‐ ‐ȟϳ . From a physical point of view a non-linear evolution of damage is reasonable. 

However, the determination of the n-value is difficult. For this reason ὲ ρȢυ was used in this work. To 
reduce the complexity during fitting the whole material model, no coupling of the scalar damage 
variable to the current stress states was assumed. For this approach, the evolution of the damage 
parameter Ὀ is calculated as a function of plastic strain and triaxiality and element deletion is executed 

when Ὀ reaches the value of one. 
 

4 Simulation of Specimen Tests 

The fit of the material model was done for different types of specimens which cause different stress 
states (triaxialities). The shear tension test, the pierced-hole tension test, the smooth tension test and 
the notched tension test were simulated and compared to the test data under quasi-static and dynamic 
loading conditions (medium and high strain rate). 

4.1 Numerical models 

The main ingredient for the numerical model is the modification of the temperature evolution for a 
strain-rate dependent Taylor-Quinney coefficient. For an explicit FEM code this can be done by a 
modification of the incremental update for the temperature. From equations (2) and (5) follows: 

ὧ”ὨὝ‍‐ ὸ „‐ȟ‐ȟὝ‐Ὠὸ (10) 

A discretization from state Ὥ to state Ὥ ρ of equation (10) leads to 

ὧϽ”ϽὝ Ὕ ‍‐ȟ Ͻ„‐ȟȟ‐ȟȟὝ ϽЎ‐ȟ (11) 

from which the update (12) can be easily derived. 

Ὕ Ὕ ȟ„ ȟЎ‐ȟ (12) 

For the plasticity model a more generalized Johnson-Cook approach was used. 

„ ί‐ȟ‐ ϽὫὝ (13) 

This approach avoids self-similarities of the flow-curves for different strain rates, which leads to better 
approximations of the yield surface and the measured fracture strains respectively. Furthermore a 
choice of a physically reasonable temperature-softening ὫὝ and a strain rate dependent Taylor-
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Quinney coefficient is useful to fit the unknown function ί‐ȟ‐  to the test data. The fit of ί‐ȟ‐  

was done for every known test data set (index Ὧ) at different strain rates ‐ȟ, which leads to the 

unknown approximations ί‐ȟ‐ȟ ί ‐  of the flow curves. The analytic approaches for the strain 

rate related flow curves ί ‐  base on a generalized Voce approximation 

ί ‐ В ὥȟρ Ὡ ȟϽ  (14) 

where ὥȟ and ὦȟ are fit parameters. The fit was done by using the optimization tool LS-Opt. 

For a choice of a physically reasonable temperature softening ὫὝ the commonly known analytical 
approach of Johnson-Cook 

ὫὝ ρ Ὕ Ὕ  (15) 

does not lead to suitable results (especially for shear dominated stress states) because the decrease 
of thermal softening for higher temperatures is too strong (blue curve in Fig. 4).This circumstance is 
directly related to the strong localization during the shear tension test. 

 

Fig.4: Thermal softening (blue curve: analytical Johnson-Cook approach (15); orange curve: 
physically reasonable choice) 

Therefore a more realistic choice of ὫὝ is required, which has to reduce the thermal softening for 
higher temperatures (orange curve in Fig. 4). With this choice of the thermal softening a good 
approximation for all different loading tests can be realized. 

4.2 Comparison between Experiments and Simulations 

To show the quality of the used model, verification for different stress states (triaxialities) was done. 
The dynamic experiments were carried out by means of high speed testing equipment [19]. The 
determination of the local specimen elongations until fracture was done by optical measurement of 
applied speckle patterns with high-resolution high-speed video cameras (grey scale value correlation 
[20], [22]). 

 

Fig.5: Comparison between simulation (thick orange lines) and experiment (thin colored green, blue 
and cyan lines) of strain vs. stress curves for the tension tests under three different strain rates 
for 22MnB5 

The determination of thermal effects has been carried out by using high-speed infrared camera 
equipment, which was individually calibrated for the different test series and specimen shapes [21]. 
The verifications demonstrate a good agreement with experiments in the global (force-displacement) 
measurements. The investigated loading speeds reached from quasistatic (nominal strain rate for 
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tension 0.001/s) over medium strain rates (1/s) up to high speeds (nominal strain rate for tension 
100/s). The following figures show the good agreement to the related test data of the 22MnB5 under 
different loading and deformation conditions. From Fig. 5 one can see clearly a significant less 
pronounced localization for the high strain rate (Fig. 5 right) in comparison to the medium strain rate 
(Fig. 5 middle) and the quasistatic load case (Fig. 5 left). 

  

Fig.6: left: Comparison between simulation (solid lines) and experiment (dashed lines) of strain vs. 
stress curves for the tension tests under four different strain rates and an exemplary local 
plastic strain field at high strain rate (100/s) for a ductile HX340LAD  
right: Comparison between simulation (below) and experiment (top) of temperature 
development and local temperature field for medium strain-rate of 1/s (tension test) HX340LAD 

This fact leads to lower failure strains for tension-dominated load cases in relation to rising strain rates 
for the UHSS 22MnB5. The less pronounced necking of the UHSS 22MnB5 in comparison to the more 
ductile HX340LAD (Fig. 6 left) is also well describable for all observed and simulated strain rates. 

   

   

   

Fig.7: Comparison between simulation (thick orange line) and experiments (thin colored lines) of 
force-displacement curves and simulated local strain field for strain rates from 0.001/s (first 
row) to 1/s (second row) up to 100/s (third row) for 22MnB5 

Both materials (less ductile UHSS 22MnB5 and more ductile HX340LAD) shown in the simulation 
under quasistatic loading an expected minor temperature evolution (<10K) during the strong 


